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Abstract Stratosphere-troposphere coupling in the Southern Hemisphere (SH) polar vortex is an important dynamical process that provides predictability of the tropospheric Southern Annular Mode (SAM) and its associated surface impacts. SH stratosphere-troposphere coupling is explored by height-time domain empirical orthogonal function (EOF) analysis applied to the zonal mean-zonal wind anomalies averaged over the Antarctic circumpolar region (55°–65°S; U55°–65°S). The leading EOF explains 42% of the height-time variance of U55°–65°S and depicts the variations of the vortex that is tightly tied to the seasonal breakdown of the vortex during late spring. The leading EOF pattern, defined here as the stratosphere-troposphere coupled mode, is characterized by variations in U55°–65°S that develop in early winter near the stratopause, change sign from late winter to early spring, gain maximum amplitude during October in the upper stratosphere, and then extend downward to the surface from October to January. This stratosphere-troposphere coupling during the spring months appears to be preconditioned by anomalies in upward propagating planetary wave activity and a meridional shift of the vortex as high as the stratopause and as early as June. Interannual variations of the stratosphere-troposphere coupled mode are highly correlated with those of the tropospheric SAM, Antarctic stratospheric ozone concentration, Antarctic sea ice concentrations in the South Pacific and the Weddell Sea, and SH regional climate during late spring–early summer. Anomalies in the upper stratospheric flow as early as June are thus a potentially important source of predictability for the tropospheric SAM and its associated impacts on surface climate in spring and summer.

Plain Language Summary We have explored the seasonal evolution of the strength of the Southern Hemisphere (SH) stratospheric polar vortex and its coupling to the lower atmosphere in 1979–2017, using atmospheric reanalyses that assimilate observational data. Variations in the strength of the Antarctic circumpolar flow in the troposphere during austral late spring to early summer are found to be coupled to variations in position and strength of the stratospheric vortex as high as the stratopause and as early as the preceding June, notably higher and earlier than indicated in previous studies. This suggests that variations in the winter upper stratospheric jet can serve as a potentially important source of predictability for SH surface climate in the late spring–early summer. We explore the physical processes associated with the seasonal evolution of SH stratosphere-troposphere coupling and its impacts on surface climate.

1. Introduction

Downward coupling of variability in the polar stratosphere drives low frequency variations in tropospheric circulation and temperature and thus can serve as a source of extended range predictability of surface weather and climate (e.g., Baldwin et al., 2003; Baldwin & Dunkerton, 2001; Charlton et al., 2003; Roff et al., 2011; Sigmond et al., 2013). The most dramatic examples of downward coupling occur in association with sudden stratospheric warmings (SSWs), which commonly occur in the Northern Hemisphere (NH) in early winter to early spring season. SSWs are instigated by anomalously increased planetary wave activity propagating upward from the troposphere in middle to high latitudes and are manifested by weakening of the stratospheric westerly jet and rapid warming of the polar stratosphere within a few days to a week (e.g., Butler et al., 2015, and references therein). These stratospheric changes sometimes propagate downward and affect the surface climate via promoting the negative phase of the North Atlantic Oscillation/Northern Annular Mode that can last up to 1–2 months, therefore causing potentially predictable anomalous weather conditions over the North Atlantic rim countries (e.g., Baldwin et al., 2003; Baldwin & Dunkerton, 1999; Butler...
et al., 2015; Kidston et al., 2015; Siggmond et al., 2013) and the North Atlantic ocean (e.g., Menary & Scaife, 2014; Reichler et al., 2012). The opposite phenomenon is described as polar vortex intensification whose development, downward coupling, and recovery occur more gradually than those of SSWs (Limpasuvan et al., 2005) but similarly can result in long-lived swings to the positive phase of the North Atlantic Oscillation/Northern Annular Mode.

Polar vortex variations also occur in the Southern Hemisphere (SH) stratosphere but are generally weaker than those in the NH due to weaker planetary wave activity in the SH (Graversen & Christiansen, 2003; Shiotani & Hirota, 1985; Taguchi & Yoden, 2002). Polar vortex variability is strongly tied to the seasonal cycle, and in the SH the variability peaks in austral spring when the speed of the stratospheric polar night jet seasonally weakens so as to be susceptible to forcing by planetary waves propagating upward from the troposphere (e.g., Kuroda & Kodera, 1998; Randel, 1988; Shiotani & Hirota, 1985; Thompson & Wallace, 2000). SH stratospheric polar vortex weakening and intensification can lead to the negative (−ve) and positive (+ve) phases of the tropospheric Southern Annular Mode (SAM; hereafter, SAM denotes the tropospheric component of the SAM unless otherwise stated), respectively, in spring (Baldwin et al., 2003; Byrne & Shepherd, 2018; Thompson et al., 2005).

The SAM is the dominant mode of variability of SH extratropical tropospheric circulation at timescales longer than a couple of weeks (e.g., Hartmann & Lo, 1998; Karoly, 1990; Kidson, 1988; Thompson & Wallace, 2000), and it impacts surface climate throughout the subtropics, extratropics, and polar regions of the SH on timescales from days to seasons (e.g., Arblaster et al., 2014; Gillett et al., 2006; Gupta & England, 2006; Hall & Visbeck, 2002; Hendon et al., 2007, 2014; Kang et al., 2011; Lefebvre et al., 2004; Lim et al., 2016; Lim & Hendon, 2015a; Marshall et al., 2017; Reason & Rouault, 2005; Silvestri & Vera, 2003; Thompson & Solomon, 2002). Hence, stratosphere-troposphere (S-T) coupling is a potential source of extended range predictability for SH climate much as it is for the NH (e.g., Baldwin et al., 2003; Byrne & Shepherd, 2018; Roff et al., 2011; Sceviour et al., 2014).

This study builds on earlier research that has also explored the nature of stratospheric vortex variability and S-T coupling in the SH (e.g., Byrne & Shepherd, 2018; Kuroda & Kodera, 1998; Randel, 1988; Shiotani & Hirota, 1985; Thompson et al., 2005; Thompson & Wallace, 2000). Especially, we focus on precursor signals in the uppermost stratosphere as high as 1 hPa and throughout the SH winter months. A key novel result is that SH surface climate anomalies during the spring months can be traced back to the state of the vortex near the stratopause level in June, which is both higher and earlier than the linkages indicated in previous work (e.g., Byrne & Shepherd, 2018; Sceviour et al., 2014).

In order to capture the height-time evolution of vortex variability that is tightly tied to the seasonal breakdown of the vortex, we use height-time domain empirical orthogonal function (EOF) analysis (e.g., North et al., 1982), which was referred to as multiple EOF in Kuroda and Kodera (1998), Taguchi and Yoden (2002), and Hio and Yoden (2005). The observationally based data sets and the height-time domain EOF method are described in section 2. The dynamics and impacts of the leading mode of variability that emerges from height-time EOF analysis of the SH polar flow are explored in sections 3 and 4, respectively. Concluding remarks are presented in section 5.

2. The SH Stratosphere-Troposphere Coupled Mode

We use ERA-Interim (ECMWF re-analysis-Interim) monthly mean reanalyses for atmospheric variables for 1979 January to 2017 March (Dee et al., 2011). Pressure level data are available at 37 levels from 1 to 1,000 hPa with 1.5° spatial resolution. We also use ERA-Interim instantaneous daily zonal and meridional wind and temperature fields at 00Z to diagnose the anomalous eddy fluxes of momentum and heat.

The leading pattern of seasonally and vertically varying variability in the SH high latitude atmosphere is revealed using height-time domain EOF analysis (covariance matrix), which was referred to as multiple EOF analysis in earlier studies (Hio & Yoden, 2005; Kuroda & Kodera, 1998; Taguchi & Yoden, 2002). To conduct this EOF analysis, we first compute area-averaged zonal mean-zonal wind anomalies over the latitude band 55°–65°S ($U_{55-65S}$). Anomalies are computed as departures from the monthly mean climatology averaged over 1979–2016. The latitude band 55°–65°S was chosen because zonal mean-zonal wind variations there capture variability in both the stratospheric polar night jet and the tropospheric component of the SAM (e.g., Kuroda & Kodera, 1998). To prepare the data for input into the EOF analysis, $U_{55-65S}$ was formed as a function of pressure level ($p$) and calendar month ($t$) for each year ($y$), so that the shape of the
input data matrix $X$ to the EOF analysis is $(S, Y)$. Here $S$ is 37 vertical levels for 12 calendar months, and $Y$ is 38 years. A schematic of the input data matrix is displayed in Figure 1. The calendar months for each year are specified to run from April to the following year’s March to make the data continuous across the spring-summer season when the vortex is the most variable (e.g., Black & McDaniel, 2007; Hartmann et al., 1984; Kuroda & Kodera, 1998; Shiotani et al., 1993). Note that Byrne and Shepherd (2018) recently applied a similar multiple EOF analysis to also explore seasonally phase-locked vortex variability, but they only used winds at one vertical level.

The outputs of the height-time domain EOF analysis are an eigenvector $E$ that is a function of vertical level and calendar month (from April to March) and its expansion coefficient or principal component $p$ that is a function of year. The input data $X$ can then be reconstructed as

$$X(l, t, y) = \sum_{m=1}^{M} E(l, t_m) p(y)_m,$$

where $l$ indicates pressure levels (1 to 37), $t$ is calendar month (1 to 12) that runs from April to March each year, and $y$ is year (1 to 38). $M = 37 \times 12$ denotes the number of eigenmodes.

The height-time domain EOF used here isolates variability that has common seasonal evolution from one year to the next. This approach is justified by examination of the interannual variance of the input data $X$ calculated as a function of calendar month (shading in Figure 2). Maximum variance of the Antarctic circumpolar circulation is strongly tied to the seasonal cycle, peaking near the stratopause in winter and in the upper stratosphere in spring and then extending downward to the troposphere in spring-summer in conjunction with seasonal weakening of the polar night jet (e.g., Kodera & Kuroda, 2002; Shiotani et al., 1993; Thompson et al., 2005; Thompson & Wallace, 2000). The EOF analysis will return

![Figure 1](image-url). Illustration of the data preparation as a function of pressure level ($l$), calendar month ($t$), and year ($y$) before the empirical orthogonal function (EOF) analysis. Real data are used for the illustration. The calendar months run from April to March to encompass austral spring and summer months when active stratosphere-troposphere downward coupling occurs.
the leading pattern of variability in the height/calendar month domain that captures the vertical-temporal evolution of the polar vortex that is tightly tied to the seasonal cycle.

The leading EOF and its associated principal component (PC) time series (Figures 3a and 3b; also supporting information Figure S1) explain 42% of the total variance of the Antarctic circumpolar flow in the height/calendar month domain. The EOF is dominated by variability in the circumpolar flow in the stratosphere in late winter to spring that extends downward to the troposphere in mid-spring to early summer, being consistent with the seasonal variation in the variance of the Antarctic circumpolar wind (Figure 2). Hereafter, we will call this pattern the SH S-T coupled mode. We define positive values of the principal component time series (PC1; also referred to as the S-T coupled mode index) as periods of easterly anomalies or weakening of the springtime polar vortex. Note that the polarity of the S-T coupled mode is defined such that its positive polarity projects onto the negative polarity of the SAM (-ve SAM) during the spring-summer months. The corresponding evolution of polar cap geopotential height and temperature is found by regressing the respective fields onto the PC1 time series (Figures 3c and 3d). As expected, the weakening of the stratospheric polar vortex is accompanied by increases in geopotential height and temperature over the Antarctic polar cap. The polar cap warming is driven predominantly by anomalous (residual) downward motion (e.g., McIntyre, 1982) but also partially by higher concentrations of stratospheric ozone resulting from the weakening of the polar vortex (e.g., Stolarski et al., 2005).

The interannual variability of the S-T coupled mode represented by PC1 (Figure 3a) indicates that 2002 had the most extreme vortex weakening within the period of available data (e.g., refer to the special issue of Journal of the Atmospheric Science on the Antarctic stratospheric sudden warming and split ozone hole of 2002 [2005, Vol.62, No. 3]; Butler et al., 2015; Dowdy et al., 2007). This event resulted in near record reduction of the Antarctic ozone hole and record strong –ve SAM during austral spring (Dowdy et al., 2007; Hio & Yoden, 2005; Lim & Hendon, 2015b; Newman & Nash, 2005; Thompson et al., 2005). The strong –ve SAM contributed to the devastating drought over Australia (Lim & Hendon, 2015b) and to heavy rainfall over southern Chile (World Meteorological Organization, 2003). Significant vortex weakening with smaller amplitudes than the 2002 event (PC1 ≥ 0.8 standard deviation [σ]) also occurred in 1979, 1988, 2000, 2004, 2005, 2012, 2013, and 2016. The strongest polar vortex intensification event (PC1 ≤ –0.8σ) is found in 1987 closely followed by 2015, and 1995, 1998, 1999, 2001, 2006, 2010, and 2011. Many of the polar vortex weakening and strengthening events picked by our method well match those listed in Thompson et al. (2005) and those displayed in Hio and Yoden (2005) and Byrne and Shepherd (2018).

One may question if interannual variability of the S-T coupled mode is linked to variations in the El Niño–Southern Oscillation (ENSO). ENSO is significantly linked to the SAM during spring-summer: The negative polarity of the tropospheric SAM tends to occur during the warm phase of the ENSO cycle, and its positive polarity tends to occur during the cold phase of the ENSO cycle (e.g., Seager et al., 2003; L'Heureux & Thompson, 2006; Lim et al., 2013). Regarding the SH polar vortex variability, Hurwitz et al. (2011, 2014) showed that central equatorial Pacific sea surface temperature (SST) variations could be linked to changes in planetary wave activity in the Antarctic polar vortex in November to December. Byrne et al. (2017) also reported a tendency of more frequent occurrence of early vortex breakdown during warm years of the ENSO cycle and the opposite tendency during cold years. However, the correlation between the S-T coupled mode PC1 and eastern Pacific SST is not statistically significant, and the correlation with central Pacific SST is only marginally significant (supporting information Figure S2). Because variability of the S-T coupled mode is not strongly related to ENSO, there are times when the S-T coupled mode and ENSO act together to increase the amplitude of the SAM (e.g., the concurrence of the warm phase of ENSO and weak vortex events during 2002 and 2004/the cold phase of ENSO and strong vortex events during 1998, 1999, and 2010) and times
Figure 3. The stratosphere-troposphere (S-T) coupled mode captured by the first mode of height-time domain EOF analysis applied to the monthly mean zonal mean-zonal wind anomalies averaged over the latitude band of 55–65°S. (a) The S-T coupled mode principal component time series (PC1), (b) the S-T coupled mode eigenvector (EOF1), (c) regression of geopotential height anomalies averaged 65–90°S onto PC1, and (d) same as (c) except for temperature anomalies averaged 65–90°S. Regression coefficients for geopotential height anomalies in (c) are plotted using a log scale. The positive phase of the S-T coupled mode represents weakening of the spring polar vortex. Stippling in (c) and (d) indicates statistical significance of regression coefficients at the 5% level, assessed by a two-tailed Student t test with 38 samples. The S-T coupled mode PC1 and its pattern displayed in (a) and (b) are not dependent on a particular data set used here as PC1 and EOF1 produced using the Japanese 55-year Reanalysis (Kobayashi et al., 2015) are almost identical to (a) and (b). The structure of the S-T coupled mode pattern is maintained in the longer record of Japanese 55-year Reanalysis starting from 1958 (see supporting information Figure S1).
when they oppose each other’s influence on the SAM (e.g., the concurrence of the warm phase of ENSO and strong vortex events during 1987, 2006, and 2015/the cold phase of ENSO and weak vortex events during 1988 and 2016). More detailed analyses of the linkages between the S-T coupled mode and tropical Pacific SSTs are beyond the scope of this study.

Vortex weakening events (i.e., positive values of PC1) appear to have increased post-2000, consistent with Figure 4 in Byrne and Shepherd (2018), which may be associated with recovery of the Antarctic ozone hole (e.g., Solomon et al., 2016). However, PC1 does not exhibit a significant trend over the period 1979 to early 2017 in contrast to the significant positive trend in the SAM over this period (e.g., Thompson & Solomon, 2002) and the delay in the timing of the final stratospheric warming (e.g., Black & McDaniel, 2007; Hirano et al., 2016; Waugh et al., 1999), both of which have been attributed to the stratospheric ozone depletion.

Figure 4. Regression of monthly anomalies of zonal mean-zonal wind onto PC1 (shading; interval is 1 m/s). The monthly climatology of zonal mean-zonal winds is contoured (interval is 10 m/s; zero contour is thick, and negative contours are dashed). Stippling indicates statistical significance of regression coefficients at the 5% level, assessed by a two-tailed Student t test with 38 samples.
3. Dynamical Evolution of the S-T Coupled Mode and Its Linkage With the SAM

3.1. Life Cycle of the S-T Coupled Mode

The latitude-height evolution of the S-T coupled mode through the seasonal cycle is explored further by regressing monthly mean zonal mean-zonal wind anomalies onto PC1 (Figure 4). Here we describe the evolution associated with the positive index polarity of PC1. For reference, the climatological zonal mean-zonal wind is overlain (contours). The climatological mean stratospheric westerly jet starts to develop through autumn with the stratopause jet core moving equatorward (Kodera & Kuroda, 2002). The jet strengthens...
and moves poleward and downward through winter, weakens in spring, and finally breaks down in December through wave mean flow interactions (e.g., Hardiman et al., 2011; Hartmann et al., 1984; Hio & Yoden, 2005; Kodera & Kuroda, 2002). During the positive phase of the S-T coupled mode (i.e., weakening of the polar vortex), this poleward and downward progression of the westerly jet occurs earlier in the seasonal cycle, which leads to an earlier breakdown of the polar vortex (e.g., Byrne & Shepherd, 2018; Shiotani et al., 1993). The processes associated with an earlier than normal seasonal march are discussed in detail below.

The positive phase of the S-T coupled mode (i.e., polar vortex weakening) can be traced back to a meridional dipole anomaly in the zonal flow about the climatological mean stratopause jet in June, with anomalous westerlies on the poleward flank of the climatological mean jet and anomalous easterlies on the equatorward flank, thus depicting an anomalously poleward shift of the jet near the stratopause level (e.g., Hartmann et al., 1984; Shiotani et al., 1993). The westerly anomalies on the poleward flank of the stratospheric jet gradually weaken from July to September, by which time the EOF is dominated by easterly anomalies which move downward and poleward from August to November, in concert with the poleward and downward evolution of the climatological stratospheric westerly jet.

From October to December, the easterly anomalies propagate downward to the surface, projecting onto the negative polarity of the SAM during late spring to early summer, with easterly anomalies on the poleward side of the climatological mean tropospheric eddy-driven jet and westerly anomalies on the equatorward side. We will explore the relationship between the S-T coupling and the SAM in more detail in section 3.2.

The associated changes in the fluxes of wave activity, which drive the S-T coupled mode, are explored by regressing the anomalous Eliassen-Palm (E-P) flux and its divergence onto PC1 (Figure 5). Throughout the winter, the anomalies in the upper stratospheric zonal flow are driven by the anomalous upward and equatorward fluxes of wave activity at high latitudes (Figure 5 first and second rows). This pattern of E-P flux is consistent with the focusing and preconditioning of the stratospheric flow: The poleward shifted upper stratospheric westerly jet would allow waves with a greater range of phase velocities to higher levels (e.g., Andrews et al., 1987; Shepherd & McLandress, 2011) and also sets up a higher reflecting surface and a narrower meridional waveguide in the polar region, favoring more vertical propagation from below and more equatorward propagation in the higher levels of the stratosphere than usual (McIntyre, 1982; see also Limpasuvan et al., 2004; Randel, 1988; Shaw et al., 2010; Shiotani & Hirota, 1985; Figures 4 and 5).

From September the easterly forcing due to the convergence of anomalous upward wave fluxes overwhelms the westerly forcing exerted by that associated with the equatorward wave fluxes, and thus, easterly anomalies dominate in the SH extratropical stratosphere (Figures 4 and 5). In late spring, easterly flow in the stratosphere acts to inhibit anomalous upward propagation of wave activity from below and completes the anomalously early seasonal march of the polar vortex (e.g., Byrne & Shepherd, 2018; Shiotani et al., 1993). During October–December, the meridional dipole in tropospheric zonal wind anomalies associated with –ve SAM is driven by the meridional component of the E-P fluxes, consistent with variations in the tropospheric horizontal momentum flux (Hartmann & Lo, 1998; Figure 5).
The E-P flux diagnostics reveal the wave-mean flow interactions that play an important role in variations in the polar vortex and its coupling with the surface circulation. However, many studies have argued that the dynamics of variations in the stratospheric vortex is not fully captured by zonally symmetric diagnostics such as those shown in Figure 5. For example, the vortex is often displaced from the pole and is disturbed by non-linear processes such as wave-wave interaction, and these can be particularly important on intraseasonal timescales (e.g., Hio & Yoden, 2004; Hirota et al., 1990; Mechoso et al., 1988; O’Neill & Pope, 1988). A more detailed exploration of the role of wave-wave interactions in SH vortex variability in a separate study will be worthwhile.

3.2. Upper Stratospheric Origin of Springtime SAM

A key finding from the regression analysis presented above is that variations in the surface component of the SAM during austral spring and summer are seemingly linked not only to variations in the mid-stratosphere during the preceding 2 months, which has been shown in previous work (e.g., Byrne & Shepherd, 2018; Son et al., 2013; Thompson et al., 2005; Thompson & Solomon, 2002), but are also linked to variations in the flow near the stratopause level as early as June (e.g., Kuroda & Kodera, 1998; Shiotani et al., 1993). The robustness of this linkage is supported by the regression maps shown in Figure 6. The top panel shows the regression of the zonal mean zonal wind anomalies at the 1-hPa level onto the S-T coupled mode PC1 as a function of latitude and month (Figure 6a). Also shown is the climatological zonal mean zonal wind at 1 hPa. Figure 6a highlights the development of the meridional dipole of zonal wind anomalies about the climatological stratospheric jet in the midlatitudes as early as June, the poleward progression of the anomalies through the winter and spring season, and a monopole wind anomaly from September onward, which was discussed with Figure 4.

The middle panel (Figure 6b) displays the regression of the zonal mean zonal wind anomalies at the 1-hPa level onto the October SAM index at the 50-hPa level. The SAM index at 50 hPa is defined here as the leading principal component of October mean geopotential height variability at the 50-hPa level over 30–90°S (supporting information Figure S3). The results in Figure 6b are nearly identical to those in Figure 6a, which highlights both the usefulness of the height-time EOF analysis for capturing variations in the strength of the stratospheric polar vortex and the robustness of the connection between variations in the stratospheric vortex at the 50-hPa level during October and those in the upper stratospheric flow in early winter. Note that the 50-hPa SAM index is significantly correlated with the lower tropospheric SAM at the 700-hPa level in October ($r \approx 0.66$; the 700-hPa SAM index is the October time series of the Climate Prediction Center Antarctic Oscillation index [AAO]; see Table 1 for details of Climate Prediction Center AAO).

The bottom panel of Figure 6 shows analogous results but for the regression of the zonal mean zonal flow at the 1-hPa level onto the variations in the SAM at the 700-hPa level during October (Figure 6c). Despite the extraordinary differences in atmospheric mass between the 1- and 700-hPa levels, variations in the tropospheric SAM during the spring months are robustly linked to variations in the flow well into the upper stratosphere as early as June.

<table>
<thead>
<tr>
<th>Index</th>
<th>Description</th>
<th>Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>NINO3</td>
<td>Sea surface temperature (SST) averaged over the NINO3 region (5°S to 5°N, 90°W to 150°W)</td>
<td>SST data of Hurrell et al. (2008) before 1982 and Reynolds et al. (2002) from 1982</td>
</tr>
<tr>
<td>EMI (El Niño Modoki)</td>
<td>Difference of SST anomalies between the tropical central Pacific and the tropical eastern and western Pacific as follows (Ashok et al., 2007): [ \text{EMI} = \frac{\text{SST}<em>{(165°E to 140°W, 10°S to 10°N)} - 0.5 \times \text{SST}</em>{(110°W to 70°W, 15°S to 5°N)} - 0.5 \times \text{SST}<em>{(125°E to 145°E, 10°S to 20°N)}}{\text{SST}</em>{(125°E to 145°E, 10°S to 20°N)}} ]</td>
<td>SST data of Hurrell et al. (2008) before 1982 and Reynolds et al. (2002) from 1982</td>
</tr>
</tbody>
</table>

The E-P flux diagnostics reveal the wave-mean flow interactions that play an important role in variations in the polar vortex and its coupling with the surface circulation. However, many studies have argued that the dynamics of variations in the stratospheric vortex is not fully captured by zonally symmetric diagnostics such as those shown in Figure 5. For example, the vortex is often displaced from the pole and is disturbed by non-linear processes such as wave-wave interaction, and these can be particularly important on intraseasonal timescales (e.g., Hio & Yoden, 2004; Hirota et al., 1990; Mechoso et al., 1988; O’Neill & Pope, 1988). A more detailed exploration of the role of wave-wave interactions in SH vortex variability in a separate study will be worthwhile.

3.2. Upper Stratospheric Origin of Springtime SAM

A key finding from the regression analysis presented above is that variations in the surface component of the SAM during austral spring and summer are seemingly linked not only to variations in the mid-stratosphere during the preceding 2 months, which has been shown in previous work (e.g., Byrne & Shepherd, 2018; Son et al., 2013; Thompson et al., 2005; Thompson & Solomon, 2002), but are also linked to variations in the flow near the stratopause level as early as June (e.g., Kuroda & Kodera, 1998; Shiotani et al., 1993). The robustness of this linkage is supported by the regression maps shown in Figure 6. The top panel shows the regression of the zonal mean zonal wind anomalies at the 1-hPa level onto the S-T coupled mode PC1 as a function of latitude and month (Figure 6a). Also shown is the climatological zonal mean zonal wind at 1 hPa. Figure 6a highlights the development of the meridional dipole of zonal wind anomalies about the climatological stratospheric jet in the midlatitudes as early as June, the poleward progression of the anomalies through the winter and spring season, and a monopole wind anomaly from September onward, which was discussed with Figure 4.

The middle panel (Figure 6b) displays the regression of the zonal mean zonal wind anomalies at the 1-hPa level onto the October SAM index at the 50-hPa level. The SAM index at 50 hPa is defined here as the leading principal component of October mean geopotential height variability at the 50-hPa level over 30–90°S (supporting information Figure S3). The results in Figure 6b are nearly identical to those in Figure 6a, which highlights both the usefulness of the height-time EOF analysis for capturing variations in the strength of the stratospheric polar vortex and the robustness of the connection between variations in the stratospheric vortex at the 50-hPa level during October and those in the upper stratospheric flow in early winter. Note that the 50-hPa SAM index is significantly correlated with the lower tropospheric SAM at the 700-hPa level in October ($r \approx 0.66$; the 700-hPa SAM index is the October time series of the Climate Prediction Center Antarctic Oscillation index [AAO]; see Table 1 for details of Climate Prediction Center AAO).

The bottom panel of Figure 6 shows analogous results but for the regression of the zonal mean zonal flow at the 1-hPa level onto the variations in the SAM at the 700-hPa level during October (Figure 6c). Despite the extraordinary differences in atmospheric mass between the 1- and 700-hPa levels, variations in the tropospheric SAM during the spring months are robustly linked to variations in the flow well into the upper stratosphere as early as June.
The implied predictability of the lower tropospheric SAM during spring that derives from anomalies in the upper stratospheric condition during early winter is explored further by developing a leave-one-out cross-validated lagged-regression prediction between the 1-hPa level zonal mean-zonal winds at 65°S during June and July and the SAM index at 700-hPa level during October for the period 1979–2016 (e.g., Seviour et al., 2014). The correlation skill for predicting the October SAM index using the upper stratospheric zonal mean-zonal winds during June and July is 0.29 (significant at \( p = 10\% \)) and 0.35 (significant at \( p = 5\% \)).

Figure 7. (left column) Correlation of the S-T coupled mode index (PC1) with (a) monthly total column ozone averaged over 60–90°S and (b) monthly SAM (CPC AAO). The total column ozone data are from the KNMI multisensor reanalysis (van Der et al., 2010) and available at http://www.temis.nl/protocols/o3field/o3mean_msr.php. (c) Frequency distribution of monthly SAM index values during October to January for strong positive (PC1 \( \geq 0.8\sigma \)) and negative (PC1 \( \leq -0.8\sigma \)) polarities of the S-T coupled mode. (right column) (d) Correlation of PC1 with monthly sea ice concentrations over the Weddell Sea (60–90°S, 300–345°E; dark blue bars) and the eastern Ross Sea to the western Amundsen Sea (50–65°S, 190–240°E; light blue bars), (e) same as (d) but the sea ice concentration is correlated with negative SAM with 1-month lag, and (f) autocorrelation of the Weddell Sea sea ice concentration of November (purple bars), December (light blue bars), and January (dark blue bars). The abscissa of (d) and (e) indicates the months of sea ice. Sea ice concentration data are from the National Snow and Ice Data Center and available at https://nsidc.org/data/seaice. The ozone, SAM and sea ice concentration time series used here were deseasonalized and detrended before the correlation calculation. The horizontal dash lines indicate the statistically significant correlation at the 5% level, assessed with a two-tailed Student t test given 38 samples.

The implied predictability of the lower tropospheric SAM during spring that derives from anomalies in the upper stratospheric condition during early winter is explored further by developing a leave-one-out cross-validated lagged-regression prediction between the 1-hPa level zonal mean-zonal winds at 65°S during June and July and the SAM index at 700-hPa level during October for the period 1979–2016 (e.g., Seviour et al., 2014). The correlation skill for predicting the October SAM index using the upper stratospheric zonal mean-zonal winds during June and July is 0.29 (significant at \( p = 10\% \)) and 0.35 (significant at \( p = 5\% \)).
respectively. The non-cross-validated correlations are 0.44 and 0.43. The cross-validated correlation values are comparable to the springtime SAM prediction skill in the lower troposphere demonstrated by Seviour et al. (2014) who used the Antarctic polar cap geopotential height anomalies at the 10-hPa level on 1 August as a predictor (their Figure 7b). Byrne and Shepherd (2018) also showed a moderate but statistically significant (non-cross-validated) correlation between the Antarctic polar cap geopotential height anomalies at the 30-hPa level during August and the surface SAM of October to November ($r = 0.36$; their Figure 14a). Our results suggest that predictability of the lower tropospheric SAM during spring can be extended up to 2 months earlier than the time proposed in Seviour et al. (2014) and Byrne and Shepherd (2018) by using anomalous conditions from a higher level of the stratosphere (e.g., 1 hPa). This extension to earlier lead times by moving higher up in the stratosphere makes sense given that the anomalous polar vortex signal detected at the 10- and 30-hPa levels during August can be traced upward to possibly the lower mesosphere-upper stratosphere level 2–3 months earlier (Figure 4; see also Hartmann et al., 1984; Hardiman et al., 2011; Kuroda & Kodera, 1998; Shiotani et al., 1993).

4. Impacts of the S-T Coupled Mode

The association of the S-T coupled mode with the SAM, both at the surface and aloft, implies that the S-T coupled mode is linked to variations in a variety of phenomena throughout the troposphere and stratosphere. For instance, the S-T coupled mode is closely linked to variations in Antarctic polar ozone concentration ($O_3$), as evidenced by the strong correlations between detrended values of monthly mean polar cap $O_3$ with the S-T coupled mode PC1 during austral spring to early summer (Figure 7a). As summarized by Stolarski et al. (2005) and Seviour et al. (2014; and also observed during the SH SSW of 2002), weakenings of the Antarctic polar vortex are associated with higher concentrations of $O_3$ in the lower stratosphere and vice versa.

As suggested in Figures 4 and 6, the S-T coupled mode PC1 is also significantly correlated with the tropospheric component of the SAM from October to January (Figure 7b). The histogram of monthly SAM values at the 700-hPa level during October–January is displayed in Figure 7c, stratified for strong positive and negative values of PC1. Positive values of the S-T coupled mode are strongly linked to negative values of the SAM and vice versa. The difference in the means of the two distributions is statistically significant at the 99.9% confidence level, with an especially apparent impact on the frequency of occurrence of extreme SAM excursions.

The strong relationship between the S-T coupled mode and the lower tropospheric SAM implies a similarly strong relationship with other aspects of climate that are sensitive to the SAM. For example, the positive polarity of the S-T coupled mode is associated with lower than normal sea ice concentrations in the eastern Ross Sea-western Amundsen Sea and higher than normal sea ice concentrations over the Weddell Sea, which are similar to the respective sea ice responses to the negative polarity of the SAM (Lefebvre et al., 2004; Simpkins et al., 2012; Figures 7d and 7e). However, it is interesting to note that the linkages between the Weddell Sea sea ice anomalies and the tropospheric SAM are stronger in the winter-spring seasons (Figure 7e), whereas the linkages to the S-T coupled mode persist from late spring to the following autumn (Figure 7d). The difference between Figures 7d and 7e seems to derive from the fact that the S-T coupled mode is only linked to the surface component of the SAM during spring to summer months when the Weddell Sea sea ice has strong persistence for the following several months (Figure 7f). For instance,
Figure 7f indicates that the Weddell Sea sea ice state in December and January tends to persist through May; therefore, the impact of the S-T coupling on the Weddell Sea sea ice during December to January is carried through to the following autumn. In contrast, the impact of the S-T coupling on the sea ice over the eastern Ross Sea-western Amundsen Sea over 50–65°S is limited to November to January because the South Pacific sea ice substantially retreats poleward in summer months (e.g., Simpkins et al., 2012; the autocorrelations of the sea ice over the eastern Ross Sea-western Amundsen Sea over 50–65°S of November to January all drop to near zero by February; supporting information Figure S4).

The S-T coupled mode also has impacts on regional surface climate variations throughout the SH subpolar regions via its association with the SAM. The correlation of PC1 with October–January mean 2-m air temperature, rainfall, and mean sea level pressure (MSLP) is displayed in Figure 8. The signature of −ve SAM is seen throughout the SH, including the equatorward shift of rainfall in the high latitude storm track; variations in MSLP throughout the mid- and high latitudes; drier and warm conditions over subtropical Australia; cooler temperatures over south eastern Africa; and more rainfall over the southern end of South America (Bandoro et al., 2014; Garreaud et al., 2013; Gillett et al., 2006; Hendon et al., 2007; Silvestri & Vera, 2003; Son et al., 2013).

5. Concluding Remarks

In this study, we have objectively identified the leading mode of seasonally locked, SH S-T vertical coupling by applying height-time domain EOF analysis to monthly mean, zonal-mean-zonal winds in the Antarctic circumpolar region of 55–65°S. Time domain EOF analysis has previously been used to capture SH polar vortex variability that is strongly tied to the seasonality of the vortex breakdown (e.g., Byrne & Shepherd, 2018; Hio & Yoden, 2005; Kuroda & Kodera, 1998; Taguchi & Yoden, 2002). Our results build on these previous studies by tracking the anomalous preceding conditions higher and earlier in the stratosphere. The key novel result is that variations in the tropospheric circulation during spring and summer are significantly linked to variations in the extratropical jet as high as the stratosphere and as early as June.

The leading EOF pattern, which we refer to as the S-T coupled mode, is characterized by near-stratopause zonal mean-zonal wind anomalies over the circumpolar region in early winter that then change sign in early spring, peak in amplitude in the upper-middle stratosphere in October, and extend downward to the surface from October through January. As Shiotani et al. (1993) showed, the positive to negative sign change of \( U_{55–65°S} \) from winter to early spring depicted by the EOF pattern indicates earlier seasonal progression of the polar vortex. The S-T coupled mode accounts for 42% of the vertical-temporal variance of the Antarctic circumpolar zonal mean-zonal winds that is phase locked to the seasonal cycle.

The dynamical evolution of the S-T coupled mode is characterized by a meridional dipole in the subtropical zonal flow at the stratopause level in June and variations in the strength of the extratropical vortex during the winter to spring seasons. Anomalous weakening of the polar vortex (i.e., earlier seasonal march) in the SH during spring is marked by a poleward shift of the upper stratospheric westerly jet during June, with anomalous westerlies on the poleward flank of the climatological jet centered ~40°S and anomalous easterlies on the equatorward flank. The poleward shifted upper stratospheric jet (i.e., increased speed of background zonal mean flow) allows waves with a various range of phase velocities to propagate to higher levels (e.g., Andrews et al., 1987; Shepherd & McLandress, 2011) and sets up a higher reflecting surface and a narrower meridional waveguide in the polar region, which favors more vertical propagation from the troposphere and more equatorward propagation in the higher levels of the stratosphere than usual (Limpasuvan et al., 2004; McIntyre, 1982; Randel, 1988; Shaw et al., 2010; Shiotani & Hirota, 1985). As a result, the meridional dipole of zonal wind anomalies strengthens and shifts poleward and downward through winter in conjunction with the poleward and downward evolution of the polar night jet. By the end of winter, the easterly forcing due to convergence of anomalous upward wave fluxes is larger than the westerly forcing exerted by the divergence of the equatorward wave fluxes, and thus the westerly anomalies on the poleward flank of the jet disappear, while the easterly anomalies on the equatorward flank of the jet continue to strengthen, move poleward, and descend, thus resulting in an anomalously weak vortex. From October–December, the easterly anomalies extend downward to the surface in association with changes in the tropospheric momentum fluxes. In the troposphere during spring and summer, the positive polarity of the S-T coupled mode projects onto the negative polarity of the SAM and is thus linked to a range of surface climate impacts.
We have shown that variations in the surface component of the SAM during late spring and summer are linked not only to variations in the stratosphere during the preceding ~1–2 months (as has been shown in many previous studies) but also to variations near the stratopause level as early as June. We have thus shown that the state of the upper stratospheric flow during the early winter months is a potential source of predictability for variations in the tropospheric SAM and its associated surface climate impacts during spring–summer. Since the S-T coupled mode is not significantly linked to ENSO (supporting information Figure S2), the predictability inferred here is in addition to that associated with ENSO variability (e.g., L’Heureux & Thompson, 2006; Lim et al., 2013; Lim & Hendon, 2015a; Zhou & Yu, 2004). Improved resolution of the stratosphere has previously been shown to result in improved prediction of tropospheric variations in the SAM (e.g., Roff et al., 2011). Ongoing research using a high-top model with a well-resolved stratosphere will address the predictability of the S-T coupled mode, its sensitivity to stratospheric initial conditions, and its impact on long lead prediction of the SAM.
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