
AT 655 

Objective Analysis in the Atmospheric Sciences

Spring 2012

Homework 4 and 5. 

Due May 3 2012

Homework 4: Paper critique

Summarize and critique one of the following two papers. The first uses EOFs in a very creative way. The second uses stochastic models in an equally creative way. 

Quadrelli, R., and J. M. Wallace, 2004: A simplified linear framework for interpreting patterns of Northern Hemisphere wintertime climate variability. J. Climate, 17, 3728-3744.

Deser, Clara, Michael A. Alexander, and Michael S. Timlin, 2003: Understanding the Persistence of Sea Surface Temperature Anomalies in Midlatitudes. J. Climate, 16, 57- 72.

Your summary and critique should be 2 pages single spaced +/- one paragraph. Spend no more than 1 page summarizing the paper and spend at least 1 page critiquing the paper.

Homework 5: Spectrum and cross-spectrum analysis.

Problem 1) 

Download the following time series from the AT655 web page:

HW5_Timeseries_1

Calculate and plot the power spectrum for the time series using the analysis constraints outlined below. In all plots, superpose the estimate of the power spectrum as a function of frequency (
[image: image12..pict]) with the corresponding red-noise spectrum. Assess the significance of any spectral peaks. In the following, N corresponds to the total number of time steps. 

Case a) 

Lowest resolved frequency: 2pi radians per N. Boxcar window (i.e., no window). 

No smoothing of the spectra.

Case b)

Lowest resolved frequency: 2pi radians per N. Boxcar window

Smooth the spectrum using a 5-point running mean filter. In other words, the estimate for 
[image: image2] at frequency 
[image: image3] is found by averaging Ck2 over the 5 spectral estimates centered at 
[image: image4].

Case c)

Lowest resolved frequency: 2pi radians per N/10. 

Use the Hann window. The simplest form for this purpose is:


[image: image5.wmf]
Use an overlap corresponding to half the length of each subset of the data. Note that since there is an overlap between successive subsets, you will be calculating spectra for 19 subsets the data corresponding to elements 1:100, 51:150; ... 901:1000. Keep in mind you only have 10 independent spectral estimates (not 19!).

Do not smooth the spectrum.

Notes and hints:

1) Normalize all spectra so that the total variance under the curve is one (i.e., the sum over the spectrum of [bandwidth*
[image: image6]] should be set equal to one). Make sure that the area under the red noise spectrum is also one.

2) Remember that 
[image: image7] is estimated from Ck2/2. But since you are normalizing 
[image: image8], it doesn't really matter if you divide Ck2 by two.

3) For dof, assume v=N/M* for all spectral estimates, and v=infinity for the red noise fit. Note that we are ignoring the loss of dof due to any tapering in the time domain.

4) Plot as a function of frequency on the ordinate axis. Remember: 
[image: image9] where k is the wavenumber.

5) Many FFT routines give the A’s and B’s for the discrete Fourier Transform in complex notation (e.g., A+Bi). So you will want to calculate the complex conjugate to find C2. In Matlab, you only use the first half of the FFT output (the FFT output repeats itself; you will want to check how FFT is handled in your software package).

6) The 95% bound on the spectrum corresponds to F0.95 times the red noise spectrum, where F0.95 is the value of the F statistic that corresponds to the 95% significance level.

7) In all cases, estimate the red noise spectrum from the e-folding timescale calculated for the full time series.

Problem 2)

Download the following time series from the AT655 web page:

HW5_Timeseries_2

HW5_Timeseries_3

Determine the relationship(s) between the two time series using the following analysis techniques: 

2.1 The long way...

a) Calculate the lag correlation between the two time series. Do you see a coherent relationship at any particular lag?

b) Calculate the power spectra of the two time series. Subdivide the data into 10 segments of length 1000, and average the separate estimates of Ck2. Don't worry about using a window. Plot the mean of the 10 spectra and the corresponding red-noise fits. Are there any significant peaks in the spectra?

c) Filter both time series using cutoff frequencies that will isolate the peaks (if any) in the two timeseries. Be sure to use the same filters for both timeseries. I would use a low pass filter to isolate the low peak(s), and a high or band pass filter to isolate the higher peak(s). I recommend using the Butterworth filter with at least 7 weights (the Butterworth filter is readily available in all software packages). If you are using Matlab, the commands are ‘butter’ to get the weights, and then ‘filtfilt’ to run the weights over the data forwards and backwards. If you don’t have access to the Butterworth filter, a weighted running mean will also work (with a cut-off between the main peaks).

d) Repeat the lag correlations in part a), but for the low pass and high (or band) pass filtered time series, respectively (you should have a plot for the lag correlations in each frequency band). Do you see any coherent relationship(s) between the time series in the respective frequency bands? Describe your findings.

2.2 The short way...

a) Calculate the cross spectrum between the two time series. As in part b), subdivide the data into 10 segments of length 1000, and average the separate estimates together. Remember to average the real (CO) and imaginary (Q) parts of the cross spectrum separately before calculating the mean coherence of the 10 samples. Plot the coherence squared as a function of frequency. Does the coherence exceed the 95% confidence level at any particular frequencies? If so, what is the phase relationship between the time series at these frequencies?

b) Compare the results derived in 2.2a with those derived in Problem 2.1.
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